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Abstract 

A low survival rate of heart failure (HF) is attributed to the under-diagnosis due to lack of the diagnostic reference standard. 

Heart failure usually is not well-documented in the administrative databases due to inconsistency in use of diagnostic codes and 

inter-examiner variability. The majority of EHR databases can export data for certain patients’ characteristics, such as 

demographics and lab results, in a structured and analysis-friendly format. However, a lot of clinical data are stored in text and 

unstructured format. The use of unstructured clinical text data can substantially enhance both discission-making and clinical 

research. A manual extraction of unstructured data is time- and money- consuming process, hence using NLP algorithms with 

automatic extraction and classification could enhance efficiency and accuracy of the process.  

 

This review aimed to highlight the literature that addressing application of NLP in the analysis of clinical text data related to 

diagnosis and prognosis of cardiovascular diseases. A multiple-term search strategy was used in PubMed and resulted in 53 

studies, while only 20 studies used NLP techniques to handle text data related to HF. The included studies used NLP in different 

clinical purposes such as clinical features extraction, HF classification, and prediction of various HF outcomes. Early detection 

of HF symptoms was achieved in many studies and sometimes a median time of 6 months was found between a symptom 

reporting and the clinical diagnosis. Not only symptoms were extracted, characteristics of self-management, social determinants, 

and home-care were successfully identified by NLP techniques. Ejection fraction in clinical notes was used mainly to determine 

the type and severity of HF and it was associated with very good performance of NLP classifiers. Using of semi-structured 

clinical data, such as radiological reports, were usually associated with a better performance than using unstructured data, such 

as nurse notes. However, a combination of different types of data, particularly those supported by expert-knowledge, showed a 

promising results in HF diagnosis or prognosis. Using NLP techniques in the future can reduce underestimation of HF, 

particularly, when computer-extracted features and expert-optimized concepts are combined. 
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Introduction 

The growing phenomenon of aging, world widely, 

poses more burden on healthcare systems with an 

estimation of 56% increase in the number of over-60 

years old people by 2030 (1). Cardiovascular diseases 

are age-related conditions that ranked as the most 

common leading cause of death globally (2). Heart 

failure (HF) is one of the most important 

cardiovascular diseases with estimated 64.34 million 

cases over the world (3), of them 51% are considered 

to be severe (4).  

 

Heart failure is a growing health problem with lifetime 

risk of 20% estimated at age 40 years old with five-

year survival between 20% to 50% (5-7). In addition 

to poor quality of life, patients with HF have a high 

readmission rate which could be as high as 20-30% for 

3-month period (8). The low survival rate is attributed 

to the under-diagnosis of HF due to lack of the 

diagnostic reference standard. Heart failure usually is 

not well-documented in the administrative databases 

due to inconsistency in use of diagnostic codes and 

inter-examiner variability. In a systematic review 

aimed to evaluate the code validity of International 

Classification of Diseases (ICD) of HF in Electronic 

Health Record (EHR) databases, only 37% of the 

included studies used standardized criteria such as 

Framingham criteria, which were limited by the 

quality of reporting (9). The rest of the included 

studies depends on reviewing patients’ chart or 

patient-reported outcomes, which have many data-

quality issues. The manual review of EHR databases 

for identification of complex disease, such as HF, is a 

time-consuming process and usually required trained 

staff with proper data-quality management. For 

instance, Framingham criteria for diagnosis of HF 

include many major and minor phenotypes. The major 

criteria  include 4.5 kg weight variation within 5 days 

of hospitalization period, jugular venous distension, 

orthopnea, radiographical cardiomegaly dyspnea on 

rest, hepatojugular reflux, radiographic pulmonary 

oedema, S3 gallop, paroxysmal nocturnal dyspnea, 

and pulmonary basilar rales. Moreover, there are 

minor criteria of HF such as night cough, dyspnea in 

exertion, hepatomegaly, lower limbs oedema, and the 

 

 

 

bilateral pleural effusion. Hence, many investigators 

attempted to automate the EHR review using different 

methods including rule-based programing methods, 

natural language processing algorithms (NLP), or a 

combination of both.  

 

The majority of EHR databases can export data for 

certain patients’ characteristics, such as demographics 

and lab results, in a structured and analysis-friendly 

format. However, a lot of clinical data are stored in text 

and unstructured format. In the era of big data and a 

rapid development of machine learning, innovations 

may efficiently and comprehensively use text clinical 

data, which are available in electronic health records 

(EHR). Narrative documentation of clinical events is 

considered as the most natural and expressive manner 

to report clinical history, clinical presentations, and 

discharge notes. Due to their unstructured nature, text 

data are hard to be analyzed in order to draw beneficial 

conclusions aiding in the diagnosis, prognosis, and 

treatment. However, NLP algorithms have been found 

to be powerful tools in the analysis of text data in both 

quantitative and qualitative approaches (10, 11). The 

NLP is a branch of machine learning that deal with text 

data to achieve different classification and prediction 

tasks and try to mimic human-like language 

processing (12).  

 

Some studies used NLP for extraction of Framingham 

criteria from unstructured clinical notes. Processing of 

unstructured text data usually starts by tokenization, 

followed by stemming, lemmatization, removal of 

stop words, and vectorization (Figure 1). The 

tokenization is the process of transforming the text 

into tokens where each sentence, word, comma or stop 

word could be a token. Stemming is finding the root of 

the word which is equal or smaller form of the word, 

while lemmatization is referred to removal of 

unnecessary part of the words such as removing “s” 

from “episodes”. Word vectorization or word 

embedding is the process of transforming the text into 

a numerical vector of data. In python, it could be 

obtained by transforming the text into “dictionary” 

form of data. Word vectorization includes many actual 
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 methods, such as N-gram and Bag-of-Words. The  N-

gram vectorization considered the sequence of n-

words such as 2-gram or 3-gram which consists of 2 

or 3 words, respectively. Bag-of-Words count the 

word occurrence in each document without preserving 

the order of the words. Another common vectorization 

method is a term frequency-inverse document 

frequency vectorization (TFIDF), which penalizes 

common words in the document such as “for”, “of”, 

and “in”. Thus TFIDF could be considered as a method 

to give more weight to the rare words which are 

usually more important than common words. Some 

data processing techniques are more common in the 

clinical data such as negation. The concept recognition 

means an identification of the “feature presence” in the 

text, such as “ankle oedema” or “pleural effusion”, 

while the concept negation means identification of 

negation of the feature such as “ no oedema” or  

“pleural effusion is ruled out” .  

 

Use of unstructured text data from EHR, that 

previously were considered as non- or minimally 

useful data, can substantially enhance both discission-

making and clinical research. This is particularly true 

for cardiovascular diseases due to their longitudinal 

nature with enormous and continuous stream of text 

data. Manual transformation of text data into 

structured data is time- and money- consuming 

process, hence using NLP algorithms with automatic 

extraction and transformation will enhance efficiency 

and accuracy of the process. This review aims to 

highlight the literature that addressing application of 

natural language processing in the analysis of clinical 

text data related to diagnosis and prognosis of 

cardiovascular diseases. 

 

Methods 

 

A search strategy was used in PubMed to identify 

studies used NLP to handle text data related to HF. 

This search strategy was as following: (heart failure 

OR myocardial failure OR HFrEF OR HFmrEF OR 

HFpEF OR ejection fraction OR EF) AND (NLP OR 

natural language processing) AND (text data OR 

medical records OR electronic health records OR 

electronic patient data OR electronic patient records) 

AND (mortality OR death OR incidence OR risk OR 

survival OR quality of life OR recovery OR 

readmission OR diagnosis OR length of stay OR 

relapse OR heart arrest OR prognosis OR pulmonary 

oedema).  

 

Results 

 

The electronic search resulted in 53 studies which 

were subjected to a primary screening by reading their 

abstracts. Based on the abstract, only 20 studies used 

NLP techniques to handle text data related to HF. The 

included studies used NLP in different clinical 

purposes such as clinical features extraction, HF 

classification, and prediction of various HF outcomes. 

Moreover, some studies used NLP to investigate 

various public health problems such as assessment of 

communication failure, evaluation of self-

management, and identification of important social 

determinants of HF (see flow chart in Figure 2).  

 

Regarding methods of NLP that were used in the 

included studies, many studies used ready-made NLP 

tools, while other studies developed their own NLP 

algorithms using algorithms such as neural networks 

(13) (14), Naïve Bayesian (15), support vector 

machine (16), forest plot (16) , and gradient boosting 

(17). As the majority of the included studies were 

conducted by clinicians, they are mainly focused on 

clinical importance and only few studies reported 

adequate technical details about NLP algorithms (16) 

(18) (13) (19). Generally, information about pre-

processing of data, algorithm infrastructure, tuning of 

model hyperparameters, details of model training and 

validation, were poorly documented in the studies. The 

input data were either structured data such as patients’ 

demographic, unstructured data such as clinical notes, 

or a combination of both.  Furthermore, performance 

metrics of NLP models were not consistent across all 

studies, as some studies used recall and precision, 

others reported accuracy and F1, and some prognostic 

studies calculated area under the curve (AUC) for 

receiver operating curve. However, most studies 

reported precision as a performance measure, also 

known as positive predictive value, which enable 

comparisons between the algorithm performance 

across the included studies.  
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Discussion 

 

In the literature, we found three main uses of NLP in 

dealing with HF clinical data including the extraction 

of important clinical features or criteria of HF, the 

classification of patients into different diseases 

categories, and the prediction of HF-related mortality 

or readmission rates.  

 

Extraction of HF features by NLP: 

 

In the clinical data, with well-organized medical 

vocabularies, many algorithms were developed 

specifically to process the clinical data, such as Spark 

NLP-healthcare (20). As other ML algorithms, 

extraction of features from text data to be used for 

algorithm training is mainly based on the clinical 

knowledge about the disease (21). In regards to HF, 

Framingham criteria were the most commonly 

extracted features of HF among the included studies.  

In the majority of the include studies, the NLP 

extracted criteria were compared to manually 

extracted criteria which were identified by trained 

reviewer as a gold standard. However, in some studies, 

the main use of NLP techniques was only to extract 

features, which then were fed to other classification 

techniques such as statistical modelling or rule-based 

programming (22). 

 

For instance, Moore and colleagues developed an NLP 

tool using python and open-source software called 

cTAKES (22). They used an open-source NLP tool to 

extract the major and minor HF criteria from clinical 

notes related to 394 hospitalizations including 

emergency notes, admission reports, radiological 

reports, and  discharge summaries. They found that the 

prevalence of the Framingham criteria in clinical notes 

was 52% and 55.8% using NLP and manual review, 

respectively  (22).  These findings show  the ability of 

NLP techniques to achieve a comparable performance 

to that of human expert. The NLP techniques can 

differentiate between cases and non-cases in early 

stage of the disease as demonstrated by a retrospective 

extraction of symptoms at the primary healthcare 

setting. Hence, among 50,000 patients, a significant 

difference in the prevalence rate between cases and 

non-cases was detected with 62% versus 24% (18).    

 

 

By focusing only on patients with complains, a 

hypothesis-free NLP approach was used to identify 

manifestations of HF (23). Manifestations of 

decompensated HF such as dyspnea, acrocyanosis, 

and respiratory failure were common with a 

prevalence of 98.1%, 43.2%, and 41.9% of the 

patients’ records (23). Another interesting finding of 

this retrospective analysis is early detection of the 

symptoms with a median time of 6 months between 

the symptom reporting and the clinical diagnosis. Not 

only symptoms of HF were extracted from clinical 

databases, an extraction of features related to poor 

self-management of HF were also identified with 0.86 

precision rate using NLP algorithms called Nimble 

Miner (24). In 2.3 millions of clinical notes for 67,683 

patients, the highest precision was found for a 

symptom called “confusion”, while the lowest was for 

a symptom “nausea”. For poor self-management, the 

best precision was for terms “unspecified non-

adherence” or “did not check blood pressure”, while 

the lowest precision was for “missed follow-up”  (24). 

These terms could differ from hospital to another or 

form country to country, which highlighted the 

importance of specific text data analysis for each 

situation.  

 

Moreover, NLP techniques could identify the 

importance of each extracted terms with regards to the 

disease of interest. Wang and colleagues extracted 32 

terms from HER database including two terms from 

demographics, two from vital signs, four from 

comorbidities, and one from clinical history (25). The 

investigators identified top four important terms that 

directly associated with CHF, including  “heart 

failure”, “congestive heart”, “congestive heart failure” 

and “chf”. Interestingly, age was highly related to 

hospitalization rate of CHF. Other discriminant terms 

for CHF were  “glucose” and “blood pressure” which 

are clinical terms related to the presence of diabetes 

mellitus and hypertension (25). Hence, the evaluation 

of feature importance could enhance our clinical 

knowledge about the disease by utilization of the large 

amount of neglected text data. Some studies focused 

on certain types of clinical data such as radiological 

reports which could be subjected to different steps of 
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text analysis. A convolutional neural network was 

used only for extraction of 14 common findings in 

thoracoabdominal CT such as aortic aneurysm, 

ascites, and atelectasis. The accuracy of the extraction 

process was good with precision range between 0.86  

and 0.97, in reference to manual feature identification. 

Again, radiological reports seem to have a high 

precision in the extraction of the clinical features 

related to HF (13). Among 39,000 chest x-ray reports, 

an NLP data extractor was developed to identify 

concepts related to CHF (26). The investigators called 

the NLP tool as REX which started by sectioning the 

reports before application of usual tokenization and 

lemmatization of text data. The authors found very 

optimistic results, as the  precision was perfect for 

“Kerley B lines” (100%) and very high for 

“cardiomegaly”, “prominent pulmonary vasculature”, 

and “pleural effusion” phrases (99%), while for CHF 

phrases, the precision was 95%. A very high precision 

may indicate a problem of overfitting but focusing on 

one type of semi-structure data, such as radiological 

reports, could markedly improve the performance of 

NLP algorithms. These findings may suggest that NLP 

models should be specific for type of data and should 

be trained on each type of clinical notes (13). It is 

logical that clinical notes with semi-structured format 

like radiological reports facilitate identification and 

extraction of the required clinical features.   

 

Heart Failure as an NLP classification problem: 

 

Almost all included studies evaluated the performance 

of NLP algorithms in reference to manually extracted 

data, as a gold-standard. The majority of the studies 

identify the presence of features related to HF from 

text data, while few studies attempted to classify HF 

into different diagnostic categories such as HF with 

preserved EF (HFpEF) or HF with reduced ejection 

fraction (HFrEF). Moreover, some studies used a 

combination of HF-concepts and ICD-related terms to 

train and validate NLP classifiers. An example of 

features-based classification is a study conducted by 

Moore and colleagues who compared HF criteria, 

extracted by cTAKES, to manually extracted data and 

reported the precision of each criterion (22). After 

validation of the performance in clinical note of 406 

new hospitalizations, the overall precision was 84.4% 

for all 14 HF criteria. They found that cardiomegaly 

and dyspnoea had the best precision with 96.7% and 

94.5%, while S3 gallop and hepatojugular reflux had 

the lowest precision with 11.8% and 0.01%, 

respectively (22). It seems like the performance of the 

classifiers is dependent on the extracted features. 

However, another study found that the type of NLP 

techniques are more crucial in the classification of HF. 

Linear NLP classifiers was used to identify patients 

with CHF, based on features extracted from clinical 

notes in Mayo Clinic. The authors validated NLP 

algorithms using 10-folds cross validation in reference 

to a physician-annotated dataset. The algorithms 

identified key-terms such as ‘‘cardiomyopathy’’, 

‘‘heart failure’’, ‘‘congestive heart failure’’, and 

‘‘fluid overload’’. The performance of Naive Bayes 

classifier was found better than that in Perceptron 

neural network with (100 vs. 85%) recall (15).  

 

As ICD is  more systematic than HF-concept phrases, 

a search algorithm could easily identifies the cases 

using their specific keywords. In a new approach, three 

NLP methods were used to identify patients with HF 

(17). These methods are a keyword search algorithm 

which return ICD-related terms, HF-concept 

algorithm which is a gradient boosting (XGBoost) 

algorithm that was used to extract 6 important HF-

features in order to use them in building interpretable 

classifiers, and a combination of both ICD and HF-

concept algorithms. The findings revealed that ICD 

algorithm had the highest precision (92.4%) with low 

recall (57.4%), while HF-concept algorithm had a 

slightly lower precision (88.9%) but with high recall 

(80%). Combining both algorithms were not likely to 

improve the performance as it increased the recall 

(83.3%) but decreased the precision (83.3%) (17). 

However, combining ICD search with sophisticated 

NLP techniques, such as Bidirectional Gated 

Recurrent Unit Neural Network (BGRU), resulted in 

good performance particularly for four-character ICD-

10 codes which ranges from 0.87 to 0.98  (14). 

Moreover, using medications’ terms to detect 

cardiovascular diseases was associated with high 

performance of BGRU, but with a higher risk of over-

classification  due to prescription of similar drugs for 

different cardiovascular diseases. For instance, 

amlodipine and perindopril were prescribed for 
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treatment of hypertension but they are prescribed 

sometimes for prevention of heart failure (27). In 

regards to features related to the ejection fraction, the 

type or severity of HF was the focus of the majority of 

the studies. The ejection fraction is an important  

indicator of heart failure that have been used by many 

studies for diagnosis of risk stratification of HF. Kim 

and colleagues used  18,397 records, including 

different types of clinical and radiological reports, to 

identify LVEF. They used sophisticated approach with 

three extraction modules and trained the algorithms to 

generate labels for 4 concepts including LVEF, LVSF, 

quantitative measurement, and qualitative values. 

They observed a higher performance in semi-

structured reports than that in unstructured reports and 

they achieved a recall of 0.98 and a precision of 0.99 

(28). Another study compared measurements of EF 

between radiological reports and electrocardiogram 

records in order to identify the type of HF(29). The 

authors found six common terms in the reports of 89% 

of 706 patients with HF. These terms included “multi-

organ”, “CHF”, “cardiac failure”, “heart failure”,” 

ventricular failure”, and  “LVF”. When they combined 

these terms with ICD-9 codes, the performance was 

excellent with 99% recall rate. Identification of cases 

with HFpEF from a large dataset with different types 

of clinical notes was the aim of a study that conducted 

by Patel and colleagues  (30). The precision of the 

identification of HFpEF patients was 96%, while 

recall was 88%. However, the performance was lower 

with precision and recall values of 75% and 86%, 

when the diagnosis was categorized as definite, 

probable, and likely cases with HFpEF (30).  

 

A relation between certain predictors, such as liver 

fibrosis, and certain types of HF such as HFrEF and 

HFpEF, was investigated by So-Armah and colleagues 

(31). Ejection fraction was extracted from 

echocardiogram file using NLP techniques and it was 

categorized into >50%, 40-50%, and <40% which 

labelled as preserved, mid-range, and reduced ejection 

fraction. Among all predictors, only the association 

between liver fibrosis and HFpEF was significant with 

hazard ratio of 1.7 (95% confidence interval 1.3 to 

2.3).  In order to estimate the true number of patients 

with HF at a tertiary hospital, a comparison was made 

between ICD-based HF diagnosis and NLP-based 

definition of HF cases (19). The authors compared 3 

approaches for search query including ICD-based 

queries, an initially-expert specified queries, and 

computer- and expert-optimized queries. The findings 

shows that using ICD criteria alone was responsible 

for underestimation of HF by 44% with range of 55% 

in a single year to 31% in all years. The detection rate 

changed per year which indicates a secular variations 

in HF coding practices. Using NLP techniques in the 

future could reduce underestimation of HF, 

particularly, when computer-extracted features and 

expert-optimized concepts are combined.  

 

Prognosis of HF outcomes using NLP: 

 

Natural language processing was used in the literature 

to predict HF outcomes using various input data in 

different setting. For instance, researchers investigated 

the effect of the poor nurse-physician communication 

on 30-day hospital readmission during home-

healthcare among discharged patients with CHF (32). 

An NLP algorithm screened the text data of nurse 

notes in thousands of communication episodes and 

identified the presence of communication failure. 

They found that communication failure was associated 

with 32.6% increase in the mean readmission rate 

among high-risk patients (32). Hence, the NLP 

techniques could help in improving managerial issues 

in clinical practice. Health system research could get 

benefits from NLP by focusing in communication, 

satisfaction, and confidence issues of both patients and 

care providers. Moreover, Another study aimed to 

develop prognostic models for cardiovascular diseases 

based on social determinants of health (33).  

 

The authors used an NLP tool called Moonstone which 

is developed to identify poorly documented variables 

in clinical data. On the validation phase, the overall 

precision of social determinants identification was 

83%. Furthermore, a high level of precision (>90%) 

was obtained in identification of certain factors such 

as medication compliance, living alone, and 

depression (33). For psychological conditions like 

depression and quality of life,  using NLP seems to be 

a very good idea. Semantic analysis of text data can 

identify the emotional characteristics of the text data 

which is so helpful in assessment of psychological 
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conditions (34). For early diagnosis and prognosis of 

HF among hospitalized patients, an automated real-

time risk assessment NLP algorithm was developed 

(35). The NLP algorithm identified patients with heart 

failure from clinical reports and the outputs  were 

added to  the regression prediction model. For risk 

assessment, a very high precision (97.5%) was 

obtained with 8% added prediction value due to NLP 

outputs. The use of NLP as a real-time risk estimator 

could improve the predictive ability to obtain a better 

prognosis than that depends on classical statistical 

modelling. Other combinations of statistical 

techniques and machine learning methods were used 

to predict the risk of 30-day readmission due to HF 

(36). Three regression  models were developed based 

on parameters from structured data, unstructured data, 

and a combination of all parameters. Structured data 

with potential predictors of HF were analyzed using 

regression analysis after imputation of missing data, 

while parameters were extracted from unstructured 

data using NLP methods. The performance of 

structured and combined models were similar with 

AUCs (0.65), while it was lower (0.52) for 

unstructured model (36). In the future, researcher 

should focus in using combination of structured and 

non-structured data for the same patients in order to 

gain the benefits of both types of data.  

 

Not all NLP tools are complicated, Orange-3 is a user-

friendly software that did not require technical coding 

skills. Kang and colleagues use Orange-3 to compare 

the  utility of different types of clinical notes to 

forecast 30-day readmission rate among patients with 

HF (16).. The data were fed into 6 different ML 

algorithms including logistic regression, random 

forest, support vectors machine, Naïve Bayes, neural 

networks and k-nearest neighbor clustering. 

Interestingly, the model used nurses’ notes had better 

performance than semi-structured templates of 

patients’ discharges.  Based on the best model which 

is a model of word-bagging with neural network, the 

area under the curve was 0.95 for the nurses’ notes 

versus 0.74 for the discharge summaries. Hence, use 

of of semi-structured data is not always superior to 

unstructured data in NLP. Combinations of both 

structured and unstructured input data and different 

NLP methods seems to improve the ability to classify 

or predict health problems. In regards to limitations, 

some studies had signs of overfitting as the 

performance was close to the unity (100%), other 

studies showed over-classification when using general 

terms such as drugs prescription. 

 

 

Conclusions 

 

The NLP techniques showed ability to achieve a 

comparable performance to that of human expert, 

particularly in extraction of features related to HF. 

Early detection of HF symptoms was achieved in 

many studies and sometimes a median time of 6 

months was found between a symptom reporting and 

the clinical diagnosis. Using NLP techniques could 

reduce underestimation of HF, particularly, when 

computer-extracted features and expert-optimized 

concepts are combined. Not only symptoms were 

extracted, characteristics of self-management, social 

determinants, and home-care were successfully 

identified by NLP techniques. Furthermore, NLP 

could identify the importance of extracted features or 

characteristics with regards to HF diagnosis or 

prognosis. Type of extracted features, such as 

cardiomegaly and pleural effusion, were found to be 

important in the classification of HF from text clinical 

data. Using of semi-structured clinical data, such as 

radiological reports, were usually associated with a 

better performance than using unstructured data, such 

as nurse notes. However, a combination of different 

types of data, particularly those supported by expert-

knowledge, showed a promising results in HF 

diagnosis or prognosis. 
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Figure 1: An example of  preprocessing steps for text data using Natural Language Processing 
techniques 
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Figure (2): Flow diagram of the included studies in the review 
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